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1. ABSTRACT

The importance of measurement and analysis of In-
ternet traffic is constantly reasserted as the Internet
expands and shifts in often unpredictable ways. The
MAWI dataset [1], which provides daily traces across a
trans-Pacific link over the past decade, has often been
used to analyze traffic from a network perspective. In
this paper we focus on information contained at the
transport layer and present MALAWI (Measurement
and Aggregated Longitudinal Analysis on the WIDE
Internet) a new dataset derived from MAWT which ex-
tracts information from traced TCP flows and aggre-
gates these statistics by geographical location, AS and
network prefix. We briefly illustrate the usefulness of
this new dataset by analyzing a month of data to ob-
serve the impact of the Tohoku earthquake on delay and
loss.

2. INTRODUCTION

Measurement and analysis of Internet traffic is criti-
cal not only for a deeper understanding of the evolving
nature of Internet as a whole but also as an input to
designing new elements which are able to act efficiently
within the current architecture.

The MAWI dataset contains daily 15-minute traffic
traces with transport headers spanning the past decade.
While the dataset has been available to the wider com-
munity for some time, the short timespan of each trace
has lent it to further study in areas where the inexis-
tence of complete flow traces is less significant, such as
Internet anomalies [3] or where characterization of traf-
fic is packet-based [2], relying only on the inspection of
the IP header and port numbers.
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The network layer alone however does not contain
much of the information which defines a user’s experi-
ence. To understand many of the inherent characteris-
tics perceived by an application it is necessary to ana-
lyze TCP, extracting values for relevant metrics such as
the round trip time (RTT) and loss. This flow analysis
requires the partial reconstruction of TCP flows to ob-
tain robust measurements and has been attempted be-
fore [4] but limited in scope to complete, bidirectional
flows. Additionally, aggregating these statistics in a
meaningful manner poses significant challenges due to
both the scale of data generated and the availability
of external sources to provide context to the original
MAWT traces.

MALAWI (Measurement and Aggregated Longitu-
dinal Analysis on the WIDE Internet) builds on the
MAWTI dataset and will make available flow level statis-
tics aggregated by source and destination prefixes, au-
tonomous system (AS) and geographic location. Both
prefix and AS information for each IP is extracted from
information contained within the daily BGP routing up-
dates, which are also collected from within WIDE since
2004. Currently geolocation information is obtained
from freely available sources as far back as 2008. Prior
to this date, country level information is used based on
information provided by regional Network Information
Centers (NIC).

With the resulting dataset we hope to provide re-
searchers with greater insight into essential metrics with-
out the limitations imposed by IP address anonymiza-
tion. While the dataset is intended for longitudinal
studies of the evolution of TCP behaviour, we illustrate
the potential of MALAWI by analyzing the traces for
March of 2011 and viewing effect of the Tohoku earth-
quake on both RTT and loss.

3. TOHOKU EARTHQUAKE

While the devastating effects of the Tohoku earth-
quake on Friday 11th, March 2011 are well known, the
impact on network operations within Japan are less
than clear. While a significant proportion of both users
and infrastructure were in largely unaffected regions, it
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Figure 1: Inbound and outbound average throughput
for March 2011 MAWT traces.

is not obvious what the effects of large, if localized, net-
work outages were for the wider network, or even the
effect of creeping uncertainty in Internet users them-
selves as the extent of the disaster became apparent.

Fig.1 shows the average inbound and outbound through-

put for the MAWI traces for the entirety of March.
While the total inbound traffic drops from the 11th on-
wards, outbound traffic rises sporadically on the 12th.
Both inbound and outbound traffic would remain be-
low prior levels for the following months, in part due to
power saving measures.

While the demand on both sides seemingly fell, the
average RTT remained largely unaffected for many des-
tinations as shown in fig.2a. We reduce the dataset to
traffic destined to known ports in order to filter out
most residential traffic, which is more prone to exces-
sive buffering. The most visible increase in RTT is on
the 13th March (Sunday), where it increases for most
destinations, likely due to reconfigurations in the rout-
ing infrastructure. While the MAWI dataset is often re-
ferred to as a trans-Pacific link, in reality the measure-
ment point precedes a peering point with a Japanese
commercial provider. Further inspection of the RIB
database for this period reveals that many prefixes were
shifted away from this provider and towards the US. As
a result, the RTT to many hosts in China more than
doubled as packets travelled across the Pacific and back.

The RTT from the measurement point to the sources
within Japan shows an abnormal increase in RTT for a
Saturday on the 12th March, and the inexistence of data
points for the Fukushima region between the 13th and
the 19th of March, most likely due to routing changes
which took one or both directions of the flow beyond
the measurement point. Additionally the effect on up-
stream loss (toward destination) is shown in figure 3.
Although the figure is hard to analyze, due in part to
the decrease in traffic, a network bottleneck is likely to
have formed on March 19th, as it affects most destina-
tions. Whether or not this is due to routing reconfigu-
rations requires further analysis.

4. CONCLUSIONS

MALAWTI will provide a different perspective on the
MAWT dataset, offering flow level statistics aggregated
according to data provided by BGP routing updates
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(a) Average RTT from measurement point to
known port numbers in selected destinations.
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(b) Average RTT from measurement point to un-
known ports in sources for Japan prefectures.

Figure 2: RTT values from measurement point.
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Figure 3: Upstream loss ratio from measurement point
to known port numbers in destination regions.

and geolocation sources. The ability to not only observe
TCP metrics over time, but also relate these events to
changes in the routing topology as experienced by a
single vantage point over a decade will hopefully allow
further work to be developed in tracing the evolution of
the Internet as a whole.
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